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scholar at the University of Maryland where he taught part time at the 
Honors College. 

He won the prestigious Computer Measurement Group’s A.A. 
Michelson award in 2000. His recent virtual sessions “Getting Started 
in Performance Analysis & Capacity Planning” workshop held for 
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Trade Marks, Copyrights & Stuff

Many terms are trademarks of different companies and 
are owned by them.

On foils that appear in this presentation 
are not in the handout. This is to prevent 
you from looking ahead and spoiling my 
jokes and surprises.
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This tutorial is a two part introductory level session designed to introduce the 
student to the concepts required for Performance Analysis and Capacity 
Planning. 

Emphasis is placed on large processor systems and examples will be 
largely drawn from z/OS but the concepts apply to all operating systems 
and hardware. The tutorial is organized to review the architecture where 
appropriate (albeit briefly). Topics:

 Conceptual and Perceptual structures for performance analysis and capacity 
planning,

 Using the Forced Flow law in PA & CP

 Performance Analysis queries for capacity planning,

 Processor performance data (ITRRs & MIPS),

 Resource Metrics for use in the Balance System model,

 Sample selection,

 Data preparation in z/OS,

 Using the utilization growth process in capacity planning,

Abstract
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Capacity Planning

Capacity Planning ensures that Adequate resources 
are available for the Workload to complete in an 
Appropriate time.

 Performance Analysis is Short Term (3-7 Days)
 Capacity Planning is Long Term (6-24 Months) 
 What's the Workload using now?
 What’s Appropriate? Adequate?
 Service Level Objective  or Service Level 
Agreement
 Things are ordered by Priority or Importance
 Discretionary Workloads?
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CP Questions
EASY
 Do I have enough resource (CPU, I/O, Storage,..) to do the job today?
 If not, who’s suffering?
 If I get more, who will be helped? How much?
 If I need more, when will it be?
 How much more?
 Can I use specialized Processing Units?
 What variables should I track?
 Do I have any latent demand?

Harder
 Do I want faster or more CPs?
 How do I establish my growth?
 How do I size a new application?
 What tools should I use?
 Which interval do I model?
 If I reduce the #CPs & keep the MIPS the same will there be a 
problem?
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CP Flow
Knowledge Preparation
 Understand Environment
 Workload Characterization 
 Business Units
 Application Programs
 H/W Resources
Model Preparation
 Data Acquisition
 Representative
 Calibration
Model Execution
 Workload Forecasting
Modeling Output
 Future Requirements 
 H/W & S/W
 Speeds & Feeds
 Architecture
Business Negotiation
 Investment & Configuration

Data Model
λ,Traffic, I/O, #clients, 

etc.

Business Model
Forecast

Cost
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Topology

IBM 
6611

IBM 
6611

IBM 
6611

IBM 
6611

LANWAN

Client

Local 
Server

Front 
End 
Server

Back End, DB Server
z/OS

For each node:  # Servers? Utilization? Service
time? Queuing? Response Time? Traffic?  Etc.?
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--------- PARTITION DATA ----------------- -- LOGICAL PARTITION PROCESSOR DATA -- -- AVERAGE PROCESSOR UTILIZATION PERCENTAGES -

----MSU---- -CAPPING-- PROCESSOR- ----DISPATCH TIME DATA---- LOGICAL PROCESSORS  --- PHYSICAL PROCESSORS --

NAME       S   WGT  DEF    ACT  DEF   WLM%  NUM   TYPE   EFFECTIVE       TOTAL       EFFECTIVE    TOTAL  LPAR MGMT  EFFECTIVE  TOTAL

AQFT       A   215    0    522  NO     0.0 11.0   CP    03.59.05.986  03.59.50.403       72.45    72.68      0.06      18.98  19.03

VICTEST    A     3    0      3  NO     0.0    5   CP    00.01.24.297  00.01.35.116        0.94     1.06      0.01       0.11   0.13

VMTOOL1    A   315    0    549  NO     0.0   16   CP    04.09.50.974  04.12.27.823       52.05    52.60      0.21      19.83  20.04

AQCF1      A   DED    0     65         0.0    1   CP    00.29.59.893  00.29.59.929       99.99    100.0      0.00       2.38   2.38

AQHO       A     2    0      3  NO     0.0    5   CP    00.01.23.451  00.01.26.815        0.93     0.96      0.00       0.11   0.11

AQLINX     A     1    0      0  NO     0.0    2   CP    00.00.00.728  00.00.00.749        0.02     0.02 0.00       0.00 0.00

HOCF4      A   DED    0     65         0.0    1   CP    00.29.59.895  00.29.59.938       99.99    100.0      0.00       2.38   2.38

GDLVM7     A    32    0     80  NO     0.0    3   CP    00.35.50.251  00.36.45.931       39.82    40.85      0.07       2.84   2.92

POKVMXA1   A    32    0    390  NO     0.0    6   CP    02.59.23.002  02.59.25.407       99.66    99.68      0.00      14.24  14.24

*PHYSICAL*                                                     00.06.40.226                           0.53              0.53

------------ ------------ ----- ----- -----

TOTAL                                                 12.46.58.480  12.58.12.342                           0.89      60.87  61.76

-

LNXVM14    A     4                            2   IFL   00.01.30.569  00.01.35.358        2.52     2.65      0.13       2.52   2.65

*PHYSICAL*                                                     00.00.17.265                           0.48              0.48

------------ ------------ ----- ----- -----

TOTAL                                                 00.01.30.569  00.01.52.624                           0.61       2.52   3.13

-

AQFT       A   215                            2   IIP   00.00.02.237  00.00.02.271        0.06     0.06 0.00       0.06   0.06

AQHO       A     2                            2   IIP   00.00.01.500  00.00.01.581        0.04     0.04 0.00       0.04   0.04

*PHYSICAL*                                                     00.00.01.220                           0.03              0.03

------------ ------------ ----- ----- -----

TOTAL                                                 00.00.03.737  00.00.05.072 

CPU        2097   CPC CAPACITY  2740        SEQUENCE CODE 0000000000019F30

MODEL      742    CHANGE REASON=N/A         HIPERDISPATCH=YES

H/W MODEL  E56

0---CPU---
---------------- TIME % ----------------

LOG PROC      --I/O INTERRUPTS--

NUM  TYPE    ONLINE    LPAR BUSY    MVS BUSY   PARKED     SHARE %       RATE     % VIA TPI

0    CP     100.00    76.79        76.77        0.00     100.0
HIGH   52.40    34.86

1    CP     100.00    59.44        59.34        0.00     100.0
HIGH   148.9    29.38

2    CP     100.00    77.13        77.11        0.00     100.0
HIGH   44.24    32.59

3    CP     100.00    71.92        71.90        0.00     100.0
HIGH   41.70    33.45

4    CP     100.00    77.94        77.91        0.00     100.0
HIGH   49.20    35.32

5    CP     100.00    57.96        57.87        0.00     100.0
HIGH   133.1    30.26

6    CP     100.00    78.32        78.30        0.00     100.0
HIGH   42.10    32.89

7    CP     100.00    73.52        73.50        0.00     100.0
HIGH   37.48    33.56

8    CP     100.00    76.44        76.42        0.00     100.0
HIGH   16.37    34.00

9    CP     100.00    76.55        76.53        0.00     100.0
HIGH   14.57    33.06

A    CP     100.00    73.47        73.45        0.00     100.0
HIGH    2446     4.03

TOTAL/AVERAGE          72.68        72.65                  1100

3026     9.36

0 B    IIP    100.00     0.10         0.10

0.00     100.0  HIGH

C    IIP    100.00     0.02         0.02

0.00      98.2  MED

TOTAL/AVERAGE           0.06         0.06

198.2

Lots of Data

The SAS System      
      

      
      

      

Model: M
ODEL1

Dependent Variable: CPU

Analysis of Variance

Sum of     
    M

ean

Source      
    D

F      
Squares      

 Square      
F Value      

 

Prob>F

Model     
      

 1   9496.97929   9496.97929
648.634      

 

0.0001

Error    
      

 71   1039.54729     1
4.64151

C Total     
    7

2  10536.52658

Root MSE      
 3.82642     R

-square      
 0.9013

Dep Mean      
31.40685     A

dj R-sq      
 0.8999

C.V.     
     1

2.18340

Parameter Estim
ates

Parameter    
  Standard    T

 for H0:

Variable  DF      
Estim

ate      
   E

rror   P
arameter=0    P

rob > 

|T|

INTERCEP   1      
1.045116    1

.27348468      
   0.821      

  

0.4146

DASD      
 1      

0.072051    0
.00282903      

  25.468      
  

0.0001 

Num_Samples Date Time Duration Box_ID CPU_Model CPS ICFS IFLS zAAPS SUPRV LPAR_Name SYS
900 3/26/2005 23:45:00 899.984 PLEXS01 9672-R26             2 0 0 0 LPAR PHYSICAL PHYSICAL
900 3/26/2005 23:45:00 899.984 PLEXS01 9672-R26             2 0 0 0 zOS PRODONLE PPPP
900 3/26/2005 23:45:00 899.984 PLEXS01 9672-R26             2 0 0 0 zOS PRODBAT DDDD
900 3/26/2005 23:45:00 899.984 PLEXS01 9672-R26             2 0 0 0 zOS SPTEST  SSSS
900 3/27/2005 0:00:00 900.053 PLEXS01 9672-R26             2 0 0 0 LPAR PHYSICAL PHYSICAL
900 3/27/2005 0:00:00 900.053 PLEXS01 9672-R26             2 0 0 0 zOS PRODONLE PPPP
900 3/27/2005 0:00:00 900.053 PLEXS01 9672-R26             2 0 0 0 zOS PRODBAT DDDD
900 3/27/2005 0:00:00 900.053 PLEXS01 9672-R26             2 0 0 0 zOS SPTEST  SSSS
900 3/27/2005 0:15:00 899.919 PLEXS01 9672-R26             2 0 0 0 LPAR PHYSICAL PHYSICAL
900 3/27/2005 0:15:00 899.919 PLEXS01 9672-R26             2 0 0 0 zOS PRODONLE PPPP
900 3/27/2005 0:15:00 899.919 PLEXS01 9672-R26             2 0 0 0 zOS PRODBAT DDDD
900 3/27/2005 0:15:00 899.919 PLEXS01 9672-R26             2 0 0 0 zOS SPTEST  SSSS
900 3/27/2005 0:30:00 900.001 PLEXS01 9672-R26             2 0 0 0 LPAR PHYSICAL PHYSICAL
900 3/27/2005 0:30:00 900.001 PLEXS01 9672-R26             2 0 0 0 zOS PRODONLE PPPP
900 3/27/2005 0:30:00 900.001 PLEXS01 9672-R26             2 0 0 0 zOS PRODBAT DDDD
900 3/27/2005 0:30:00 900.001 PLEXS01 9672-R26             2 0 0 0 zOS SPTEST  SSSS
900 3/27/2005 0:45:00 900.025 PLEXS01 9672-R26             2 0 0 0 LPAR PHYSICAL PHYSICAL
900 3/27/2005 0:45:00 900.025 PLEXS01 9672-R26             2 0 0 0 zOS PRODONLE PPPP
900 3/27/2005 0:45:00 900.025 PLEXS01 9672-R26             2 0 0 0 zOS PRODBAT DDDD
900 3/27/2005 0:45:00 900.025 PLEXS01 9672-R26             2 0 0 0 zOS SPTEST  SSSS
900 3/27/2005 8:00:00 900.026 PLEXS01 9672-R26             2 0 0 0 LPAR PHYSICAL PHYSICAL
900 3/27/2005 8:00:00 900.026 PLEXS01 9672-R26             2 0 0 0 zOS PRODONLE PPPP
900 3/27/2005 8:00:00 900.026 PLEXS01 9672-R26             2 0 0 0 zOS PRODBAT DDDD
900 3/27/2005 8:00:00 900.026 PLEXS01 9672-R26             2 0 0 0 zOS SPTEST  SSSS
900 3/27/2005 8:15:00 900.01 PLEXS01 9672-R26             2 0 0 0 LPAR PHYSICAL PHYSICAL
900 3/27/2005 8:15:00 900.01 PLEXS01 9672-R26             2 0 0 0 zOS PRODONLE PPPP
900 3/27/2005 8:15:00 900.01 PLEXS01 9672-R26             2 0 0 0 zOS PRODBAT DDDD
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Frameworks

Conceptual Framework (Model, Paradigm)
 What's it supposed to mean?
 How do things connect?

Perceptual Framework
 What's it supposed to look like?
 How do things connect? 
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The Danger of a Framework

Turn 180°
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A Plumbing Problem

Pump

Pump

Pump

ΣF ΣF

Fluid Flow
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Conceptual Framework Forced Flow Law Flow Law

Waiting Service

Waiting Service

Waiting Service

Service Center 1  

Service Center 3

Service Center 2
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Conceptual Framework

Waiting Service

Waiting Service

Waiting Service

Service Center 1  

Service Center 3

Service Center 2

5/Minute

15/Minute
If the model is divided in two 
and the number of transactions 
crossing the boundaries is as 
indicated, what would the 
forced flow law say?
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Conceptual Framework

Waiting Service

Waiting Service

Waiting Service

1 Second

15 Minutes

1 Second

If the total time in the service 
center is as indicated, where 
would the users/transactions 
be?

Advanced Technical Skills (ATS) North America

© 2010 IBM Corporation

B.S. Conceptual Framework 

Disk

Disk

GKWE

Thinking

CPU

Memory
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Conceptual Framework Implications

 Users distribute themselves among nodes in 
proportion to the time spent at each node.
 The capacity of the System is determined by the 
slowest node (server).
 The resource usage (transaction rates) at 
various nodes are in proportion.

DASD

DASD

GKWE

Thinking

CPU

Memory
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2010 z/OS B.S. Metrics

MIPS used
S = SSCH rate
DG = DASD gigabytes. The computation is nominal in that it is 2.83/act
PS = Central Storage configured

S/MIPS 1.201 2.349 3.707
DG/MIPS 2.236 6.593 52.539
PS/MIPS 6.766 14.055 37.306

10%              50%                  90%

DASD

DASD

GKWE

Thinking

CPU

Memory

MIPS

PS

S
DG
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S/MIPS Partition Samples

y = 2.1215x

R2 = 0.8727

0

5,000

10,000

15,000

20,000

25,000

30,000

0 2,000 4,000 6,000 8,000 10,000 12,000

MIPS Used

S

MIPS Used and SSCH are in proportion (correlated). 

Good linear relationship.
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PS/MIPS

MIPS Used and PS are not in proportion (correlated). 

y = 15.948x - 4176.7

R2 = 0.5913

-50,000

0

50,000

100,000

150,000

200,000

250,000

0 2,000 4,000 6,000 8,000 10,000 12,000

MIPS Used

P
S
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DG/MIPS

y = 3.5481x

R2 = -0.9825

y = 1.0133x + 344.16

R2 = 0.762
0

5000

10000

15000

20000

25000

30000

35000

40000

45000

0 5,000 10,000 15,000

MIPS Used

D
G

DG

DG Used

Linear (DG)

Linear (DG Used)
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Archimedes

Give me a fixed 
point and I can
move the world.
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Desperate Capacity Planning

What part of a 500 MIPS machine would 
DB2 use at 100 I/Os per second?
How many MIPS for DB2?

S/MIPS  [1.201, 2.349, 3.707]
100/MIPS = 1.201   → MIPS =  83.26
100/MIPS = 2.349   → MIPS =  42.57
Answer:
Between 8.5% and 16.6% (????) of a 500 MIPS Machine
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More Metrics Defined

MIPS used

S = SSCH rate

DG = DASD gigabytes. The computation is nominal in that it is 2.83/act 

DG = Nacts * 2.83 

CS = Central Storage configured

D as in CS = 4000 + 0.04(MIPS)^D

where CS (or PS) is configured Central Storage (or RAM)

NNTacts = acts with rate >=2

AD = Access Density = S/DG
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Full Metrics

2010 83 Partitions
10% 50% 90%

MIPS 403 2004 6247
S 1123 4221 11779
S/MIPS 1.201 2.349 3.707
DG/MIPS 2.236 6.593 52.539
PS/MIPS 6.766 14.055 37.306
D  1.534 1.630 1.894
DASD Resp 0.952 1.865 3.626
DASD Serv 0.681 1.564 2.980
Resp/Serv 1.227 1.827 1.232
Nacts 1305 4084 12105
NNTacts 73 264 882
DASD GB 3693 11558 34256
Used DG 585 2114 7065
AD 0.059 0.360 0.909
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If the Model Works, What Should I See?

y = 60.941x + 655.76

R2 = 0.8377

0

1000

2000

3000

4000

5000

6000

7000

0 10 20 30 40 50 60 70 80

CPU%

D
A

S
D

 I/
O

If the model is valid, the forced flow law would prescribe that the variation of 
CPU service would be proportional to the I/O service. In this graph that 
translates into a linear relationship (R2>0.7?).



SHARE March 2011 

(c)Ray Wicks 2011 14

Advanced Technical Skills (ATS) North America

© 2010 IBM Corporation

Overall Evaluation 1 The total power used in the system 
image, in MIPS (Q), was 1959.9. 
The DASD I/O rate per second, S, 
was 5087.4. The S/Q (MIPS Used) 
currently is 2.6. The 10th percentile 
and 90th percentile of this metric are 
1.3 and 5.8. 

Access Density (AD) is the ratio of 
the DASD I/O rate (S) and the total 
DASD gigabytes (DG) in the 
enterprise. This value can often be 
invalid if the DASD models are not 
actually there, the device is 
emulated. DG is developed from a 
table which states a nominal DG by 
device type. For this model, 
DG=25371.8 thus making AD=0.2 It 
is an indicator of whether you have 
enough gigabytes on average as 
compared to other systems "out 
there". The expected range for AD in 
10th percentile/90th percentile is 
0.1/1.2. 

The ratio of DASD gigabytes(DG) to 
MIPS used(Q) is a companion 
metric to Access Density. This 
metric is one test of the theoretical 
expectation that larger systems 
need more DASD bytes. The ratio 
DG per MIPS used here is 12.9. The 
expected range in 10th 
percentile/90th percentile is 2.3/20.4. 

The ratio of processor storage used 
(PS) to MIPS used has an expected 
range in 10th percentile/90th 
percentile of 8.4/58.4. The value of 
PS/Q=4.9. This value is below the 
10th percentile. 
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Overall Evaluation 2



SHARE March 2011 

(c)Ray Wicks 2011 15

Advanced Technical Skills (ATS) North America

© 2010 IBM Corporation

When It Doesn’t Work

y = 37.324x

R2 = 0.113

0
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1000

1500

2000

2500

3000

3500

4000

0 20 40 60 80 100

CPU%

D
A

S
D

 I/
O

If the model Doesn’t work, you would see a non-linear relationship.
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RIOC=F(Workload Composition)

0
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BATPROD

STCLO 

STCMD 
STCHI 

SYSSTC 

SYSTEM

Compare those intervals in the RIOC plot where the RIOC is stable or 
unstable with the workload mixture for the same intervals in the
CPU% plot. The workload mixture often explains the RIOC variation.
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Use of Conceptual Framework like BS Model

Establishes Relationships
 Balanced System, resource ratios

Builds Expectations
 Linear graph

High lights Exceptions
 Non Linearity

 Outliers

Generates Questions
 Especially if not as expected

But... it may cause you to see Framework (model) 
interactions that just aren't there!
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Another Example

y = 2.4545x

R2 = 0.3726

0

2000

4000

6000

8000

10000

12000

14000

16000

0 500 1000 1500 2000 2500 3000 3500 4000 4500

MIPS

I/O
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Same Data
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Data Acquisition & Analysis

Logs Data Model Data Base

PA/CP

QueriesData Gatherers
RMF/CMF/SMF
VMPRF
LOGS...

DASD

DASD

GKWE

Thinking

CPU

Memory

Data Base

CP

Data Preparation,
Modeling &
Projection

Business Forecast
Cost Model

Subset
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Performance Analysis Queries
of Interest to CP

 Enterprise Level MIPS Usage
 CPC Level Busy
 System Image (Partition) Level

 Workload Busy CPU and I/O Intensity 
 Contention Indicators

 Average in and Ready (AINR) 
 OCPU1 = %AINR >= 1+#CPs
 OCPU2 = %AINR >= 2+#CPs
 Average Out and Ready (AOUTR)
 Delays by Workload
 Performance Index >1

DASD

DASD

GKWE

Thinking

CPU

Memory
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Enterprise Level

Enterprise MIPS
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CEC Busy
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CPU%

# 
Engines

Maximum ST 
in Seconds

Seconds if 
CPU%=42%

1 1 0.42
2 2 0.84
3 3 1.26
4 4 1.68
5 5 2.10

0.84 Secs
or 840 Ms.
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Weights

Weight as Percent: When utilization of CPC gets 
to 100%, this partition should get this percent of 
the Shared CPU pool. 

10 CP CPC

100%

67%

50%

Logical

CPU%

60%

20%

10%

Physical 
CPU%
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Used
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#LCPS

4.242%500YLPAR3

3.333%400YLPAR2

2.525%300YLPAR1

Entitlement 
(#CPs)

Weight
%

WeightSHAREDPart
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% Of Share
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Warning: When if SYSE demanded more,
CPUA may suffer. But notice the time.

100% means partition received the amount of processor resource entitled by weight.
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Partition Workload View

Workload Busy for a Partition
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Who’s using the CPU? Which workload dominates? 
What time period? Workloads stacked by importance.
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Z900  Structure

Crypto 1 ClockCrypto 0
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Cache control Chip and cache data Chips 
16 MB L2  Shared  Cache
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STI

PU01 PU06PU02 PU03 PU04 PU05PU00

STI

PU09PU07 PU08

Cache control Chip and cache data Chips 
16 MB L2  Shared  Cache

MBA
1

ETR

35 logic chips in total on a 20 PU MCM

Passat
I/O Cage
(Optional)

Parallel 3/4 Port
OSA-2 TR

OSA-2 FDDI
ESCON 4 Port

ESCON 16 Port
FICON 2 Port

OSA-E Gb Ethernet
OSA-E Fast Ethernet

OSA-E ATM
ISC-3 1-4 Port

PCI-CC 2 engines

Cargo
I/O Cage

333 MByte STIs 1 GByte STIs

ICB-2  333 MByte

ICB-3  1 GByte

Memory
card
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Memory
card

2

Memory
card

1

Memory
card

3

L1 L1L1 L1 L1 L1L1 L1L1 L1

Ref. SG24-5975
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Connections

Micro Processor
(Adaptor)

Buffer

Link

SubChannels

Every line connecting two boxes in a diagram 
implies micro processors on each end to do the 
talking? (What happens if they speak different 
languages?) Data is moved from a buffer to micro 
processor buffer onto link into m-processor buffer 
into storage buffer.
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Z10 Memory – a simple view
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Reference: John Burg’s presentation at SHARE 8/4/2010

http://www/ibm.com/support/techdocs/atsmastr.nsf/Webindex/TC000066
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If not from L1, from Where? (SMF 113 Data)

Here's the plot of percent sourcing from different levels of 

cache. As the sourcing moves from the highest level of 

cache (percent=L15P) to the slowest memory source 

(percent=MEMP), the performance degrades. Level 1 

cache is the fastest and closest to the processing unit. 

The sourcing shown in the graph is for data not found in 

level 1 cache. You can check the level 1 cache miss % by 

graphing variable L1MP. 

 L1.5P=%sourced from level 1.5 cache 

 L2LP=%sourced from level 2 cache same book 

 L2RP=%sourced from level 2 cache different book 

 MEMP=%sourced from memory 

Remember than as more and more of the instructions and 

data has to be fetched from more distance caches, the 

machine effectively runs slower. 


